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Abstract

Consider the linear regression model

Y = β01n + Xβ + E (1)

with observations Y = (Y1, . . . , Yn)′, i.i.d. errors E = (E1, . . . , En)′ with an unknown distrib-
ution function F, increasing on the set {x : 0 < F (x) < 1}, and unknown parameter β∗ =
(β0, β1, . . . , βp)′. The n× p matrix X = Xn is known and 1n = (1, . . . , 1)′ ∈ IRn. The α-regression

quantile
(
β̂n0(α), β̂

′
n(α)

)′
is defined as a solution of the minimization

n∑

i=1

ρα(Yi − b0 − x′ib) := min, b0 ∈ IR1, b ∈ IRp (2)

where ρα(x) = |x|{αI[x > 0] + (1 − α)I[x < 0]}, x ∈ IR1. Then the R-estimator β̃nR(α) of β,
generated by the score function ϕα(u) = α−I[u < α], 0 < u < 1 in the Hodges and Lehmann (1963)
manner, is asymptotically equivalent to the slope component β̂n(α) of the regression quantile.
Denoting Rni(b) the rank of Yi − x′ib among (Y1 − x′1b, . . . , Yn − x′nb) , b ∈ IRp, i = 1, . . . , n,

the R-estimator of β can be defined as β̃nR(α) = argminb∈IRpDn(b), where Dn(b) =
∑n

i=1(Yi −
x′ib)ϕα

(
Rni(b)

n+1

)
is Jaeckel’s measure of rank dispersion (Jaeckel (1972)). Due to the invariance

of ranks, β̃nR(α) estimates only the slope parameters, while β0 + F−1(α) is estimated by the
[nα]-quantile of the corresponding residuals.

Then β̃nR(α) admits the asymptotic representation

f(F−1(α))
( n∑

i=1

(xni − x̄n)(xni − x̄n)′
) 1

2
[
β̃nR(α)− β

]
(3)

=
( n∑

i=1

(xni − x̄n)(xni − x̄n)′
)− 1

2
n∑

j=1

(xnj − x̄n) [an(Rj(0), α)− (1− α)] + op(1) as n →∞,

where x̄n = n−1
∑n

i=1 xni and

an(j, α) =





0, j ≤ nα,

j − nα, nα ≤ j ≤ nα + 1,

1, nα + 1 ≤ j, j = 1, . . . , n.

are Hájek’s rank scores. Hájek (1965) proved, for p = 1, the weak convergence of the process on the
right-hand side of (3) to the Brownian Bridge, and defined various rank tests in regression model
as its functionals. The linear rank test statistics can be obtained by integrating the same process
with respect to a suitable score function ϕ(α), 0 < α < 1, or by integrating ϕ(α) with respect to
the above process, whenever it is well-defined.
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If, moreover, 1
n

∑n
i=1(xni − x̄n)(xni − x̄n)′ = Qn → Q as n →∞ where Q is a p× p positively

definite matrix, then we can rewrite (3) in the form

n
1
2 f(F−1(α))

[
β̃nR(α)− β

]

=
( n∑

i=1

(xni − x̄n)(xni − x̄n)′
)−1 n∑

j=1

(xnj − x̄n) [an(Rj(0), α)− (1− α)] + op(1);

notice that the first term on the right-hand side equals to the least squares estimator of Hájek’s
scores.

The relation (3) extends up to the extreme regression quantile with α = 1 − 1
n , provided f

belongs to the domain of attraction of the Gumbel extreme distribution and nf(F−1(1− 1
n )) →∞

as n →∞. Here, too, the extreme R-estimator consistently estimates β and the representation (3)
takes on the form

nf
(
F−1(1− 1

n )
) [

β̃nR(1− 1
n )− β

]

= n
( n∑

i=1

(xni − x̄n)(xni − x̄n)′
)−1 n∑

j=1

(xnj − x̄n)
[
an(Rj(0), 1− 1

n )− (1− 1
n )

]
+ op(1)

[
= Op(1)

]
.

Similar representations of β̃nR(1 − 1
n ) can be also written under f with heavier tails, but then

β̃nR(1− 1
n ) is not a consistent estimator of β.

Acknowledgement

The research was partially supported by the Czech Republic Grant 201/05/2340 and by the Re-
search Project MSM 0021620839.

References
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