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1 Introduction

Generalized Additive Models (GAM) (Hastie and Tibshirani, 1986, 1990) are a powerful exploratory
tool that is widely used in practice. Unfortunately, popular fitting algorithms for these models
(e.g. the General Local Scoring Algorithm (GLSA), Hastie and Tibshirani, 1990) can be highly
sensitive to a small proportion of observations that depart from the model. In particular, a few
atypical observations could seriously affect the non-parametric estimates of the smooth regression
functions.

Figure 1 illustrates a possible scenario. The data consist of 80 observations y;, 1 < ¢ < 80,
from Poisson distributions with y; ~ P();), log(A;) = sin(2z;/120) + cos(7z;/60) + 1, and x; =1
for 1 < i < 80. Five outliers were placed around x23. Note that the classical GLSA fit is heavily
affected by the outliers.

Robust proposals for non-parametric regression models have been studied recently by Cantoni
and Ronchetti (2001a) and Bianco and Boente (2002). In this paper we propose a new robust fit for
GAM models. The building blocks of this proposal are robust estimates for Quasi-Likelihood (QL)
models (Cantoni and Ronchetti, 2001b; see also Stefanski, Carroll and Ruppert, 1986; and Kiinsch,
Stefanski and Carroll, 1989) and the GLSA algorithm (Hastie and Tibshirani, 1986, 1990). Specif-
ically, we adapt the GLSA algorithm using robust estimating equations to determine appropriate
weights that transform the robust QL score equations into re-weighted least squares equations. We
then iteratively fit weighted additive models, in the same spirit as GLSA. Bandwidth selection can
be done automatically using a robust cross-validation criteria (Ronchetti and Staudte, 1994).

Figure 2 compares the classical GLSA fit with the one obtained with the robust approach. Note
that the robust fit is able to stay close to the true mean function. The bandwidths were chosen
using a robust cross-validation criteria. Simulation results suggest that the fit obtained with this
algorithm is able to resist the effect of outliers in a number of different situations and that it also
performs well when the data follow the model.
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FIGURE 1. Example — Solid line is the true mean function — Dashed line is the fit obtained with the
General Local Scoring Algorithm. Note the dramatic effect of the outliers in the resulting fit.

FIGURE 2. Example — Solid line is the true mean function — Dotted line is the fit obtained with the
General Local Scoring Algorithm — Dashed line is the robust fit with automatic bandwidth selection.
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