Robust PCA with bootstrap based on MM-estimators
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Abstract

We consider robust principal components analysis (PCA) based on multivariate MM-estimators
as introduced by Tatsuoka and Tyler (2000). The MM-estimators are designed to be both highly
robust against outliers and highly efficient in case of normal data. Essentially, an S-estimator is
used to obtain a robust scale estimate, after which the location and shape are estimated with a
more efficient M-estimator.

We primarily focus on inference procedures based on bootstrap, as an alternative to inference
based on asymptotic normality. Classical bootstrap for the MM-estimator has some major draw-
backs: it can be extremely time-consuming and it has a robustness problem. We therefore consider
the fast and robust bootstrap proposed by Salibian-Barrera and Zamar (2002). The bootstrap can
be used to estimate the variability of eigenvalues, eigenvectors and other statistics of interest in
PCA. Furthermore, it can be helpful in deciding the number of principal components to retain.

We present consistency results for the bootstrap and show its finite-sample accuracy as inves-
tigated through simulations. We also illustrate the use of the robust principal components method
and the bootstrap inference on real data.
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