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Abstract

Equivariant high—breakdown point regression estimates are computationally expensive, and the
corresponding algorithms become unfeasible for moderately large number of regressors.

One important advance to improve the computational speed of one such estimator is the fast—
LTS algorithm of Rousseeuw and Van Driessen (2002. They proposed a modification of the sub-
sampling algorithm for the Least Trimmed Squares (LTS) estimate, which they called fast-LTS,
that considerably improves its performance. Given any initial value, they define the so—called “con-
centration step” (C—step for short) that improves the objective function. This step is applied to all
the candidates obtained by subsampling, and it brings each candidate closer to the solution of
the optimization problem. If the C-step is applied a sufficient (finite) number of times, a local
minimum of the objective function is obtained. They show that the fast—LTS is much faster than
the approximating algorithms for the LTS—estimate that do not use the C—step.

In this talk we present an algorithm for S-estimates (see Rousseeuw and Yohai, 1984) similar to
the fast—LTS. This algorithm, that we call “fast—S”, is based on modifying each candidate with a
step that improves the S—optimality criterion, and thus allows to reduce the number of subsamples
required to obtain a desired breakdown point with high probability.

Consider a sample (y1,X1), ..., (Yn, Xn) from a regression model

yi = O'xitu;, 1 <i<n,
and let the S—estimate be defined by

B =argmin s(uy(8), ..., un(3)),

where u;(8) =y; — /'x; and the M-scale s(u1, ..., u,) is defined by

1 - U;
=S (%) =0 (1)
n“ S
i=1
The improvement step applied to a candidate 8 obtained by subsampling is as follows:

1. Compute the residuals u(8) = (u1(8), ..., un(0)).

2. Compute an approximate scale § of () by applying to eequation (1) one step of the Newton—
Raphson algorithm starting from the MAD.

3. Compute the weights

w; = LEB)/5) 2)

ui(B)/s

where ¢ = p'.
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4. The improved candidate §* is obtained by weighted least squares with weights defined by

(2).

The reason why S—estimators may be expected to behave more robustly than the LTS—estimate
is that they have smaller asymptotic bias and smaller asymptotic variance in contamination neigh-
borhoods.

Our Monte Carlo simulation gives empirical evidence of the better robustness behavior of
the S—estimator than the LTS—estimator when these estimates are computed by means of the
corresponding fast—algorithms. On the other hand, the speeds of the two fast—algorithms are similar.
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